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Abstract - In this paper, we propose a batch learning of the SOR network which extracts a desirable I/O relationship using “Attractive Learning” and “Repulsive Learning”. The SOR network takes advantage of fast learning and less number of parameters similar to the batch version SOM. The effectiveness of the proposed algorithm is verified by simple experiments.
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1. Introduction

A Self-Organizing Relationship (SOR) network [1] which is an extension of a Self-Organizing Map (SOM) [2] is a very useful tool for modeling of a desirable I/O relationship of an unknown system. In the SOR network, the I/O vector pairs with their evaluations are used as learning vectors and the desirable I/O relationship is extracted from the learning vectors as weight vectors. In the learning process, the weight vectors are updated to come close to or to get away from a learning vector when its evaluation is good or bad, respectively. The SOR network has been successfully applied to a modeling of nonlinear systems [3], a design of trailer-truck back-up controller [4] and so on. In the conventional learning algorithm of the SOR network, the learning result depends on the learning parameters and the order of applying the learning vectors. In SOM, it is known that a batch learning algorithm [5] [6] [7] is effective for solving these problems. However, the batch learning algorithm of the SOM can not be applied to the SOR network as it is, because an updating procedure is different in good and bad evaluations of the learning vectors.

In this paper, we propose the batch learning of the SOR network which is independent of the order of applying the learning vector and a specification of the learning parameters. In the batch learning algorithm, the learning vectors, which have bad evaluations and cause the repulsive force to the weight vectors, are converted to new learning vectors. The converted learning vectors are regarded as virtual learning vectors which have good evaluations to force the weight vectors to the opposite direction. The SOR network is updated in a similar manner to batch version SOM using the converted new learning vectors. The proposed batch learning of the SOR network can extract the desirable I/O relationship faster. The effectiveness of the proposed batch learning algorithm is verified by some experiments.

2. Self-Organizing Relationship Network

The SOR network consists of the input layer, the output layer, and one or two dimensional competitive layer, in which \( n \), \( m \), and \( N \) units are included, respectively, as shown in Figure 1. The \( i \)-th unit in the competitive layer is fully connected with the input and output layers through weight vector \( v_i \).

\[
v_i = (w_i, u_i),
\]

where, \( w_i \) is the weight vectors between the input layer and the competitive layer, and \( u_i \) is the weight vectors between the output layer and the competitive layer.
In the SOR network, both I/O vector pairs and their evaluations for a desirable I/O relationship are employed as learning vectors. In the SOM, only input topology is mapped from a high dimensional input space to one or two dimensional competitive layer. On the other hand, in the SOR network, an I/O topology is mapped from a high dimensional I/O space to the competitive layer. An original feature of the SOR network is that the weight vector updating is determined by an evaluation. The evaluation is designed on the basis of a relation between the learning vectors and a desirable I/O relationship. If the evaluation is a good or positive value, the weight vectors are updated to come close to the learning vector. This operation is called “attractive learning”. On the other hand, if the evaluation is a bad or negative value, the weight vectors are updated to get away from the learning vector. This operation is called “repulsive learning”. The desirable I/O relationship is extracted by the attractive learning and the repulsive learning.

The incremental learning (conventional algorithm) of the SOR network is processed as follows.

Step 1 One I/O vector pair \( I_l = \{x_l, y_l\} \) is randomly selected from the \( L \) I/O vector pair set, and applied to the input and the output layers as a learning vector.

Step 2 A winner unit \( l^* \) for the learning vector \( I_l \) is selected by the smallest Euclidean Distance by following equation:

\[
l^* = \arg \min_i \| I_l - v_i \|.
\]

Step 3 A coefficient \( h_{i,l} \) of neighboring effect is calculated by following neighboring function:

\[
h_{i,l} = |E_l| \exp\left( -\frac{\| p_i - p_{l^*} \|^2}{2\sigma(t)^2} \right),
\]

where \( E_l \) is an evaluation of the learning vector \( I_l \). \( p_i \) and \( p_{l^*} \) are positions of the \( i \)-th unit and the winner unit on the competitive layer, respectively. \( \sigma(t) \) is a width of neighboring function at learning step \( t \).

Step 4 The weight vectors are updated by the following equation.

\[
v_i^{new} = \begin{cases} v_i + \alpha(t)h_{i,l}(I_l - v_i) & (\text{for } 0 \leq E_l) \\ v_i - \beta(t)h_{i,l}\exp(-\| I_l - v_i \|)\sgn(I_l - v_i) & (\text{for } E_l < 0), \end{cases}
\]

where \( v_i^{new} \) is the weight vector after updating. \( \alpha(t), \beta(t) \) are learning rates for attractive or repulsive learning at learning step \( t \), respectively.

Step 5 Steps 1 to 4 are repeated decreasing the learning rates \( \alpha(t) \) and \( \beta(t) \) and the width of neighboring function \( \sigma(t) \).

It is assumed that a cluster of bad input data is presented sequentially. In this case, the weight vectors are moved far away from the desirable I/O relationship, and are often diverged. Thus, the SOR network may not be able to extract a desirable I/O relationship. In addition, the cumbersome problems in the incremental learning are summarized as follows.
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Figure 2. The learning vectors with positive evaluations (○) cause the attractive learning and a learning vector with a negative evaluation (●) causes the repulsive learning. The learning vector $I_1$ with the negative evaluation is converted to the virtual attractive learning vector $I_1'$ (a). If a weight vector (×) is near to the learning vector with the negative evaluation, a repulsion coefficient is big (b). The weight vector is updated toward a center of gravity of all the learning vectors after the conversion (c).

1. A learning result depends on an order of applying the learning vectors.

2. Assignment of reasonable learning parameters $\alpha(t)$ and $\beta(t)$ is difficult.

3. A convergence speed is slow.

3. Batch Learning of the SOR Network

In this paper, we propose the batch learning for the SOR network to overcome the problems mentioned above. The batch learning algorithm of the SOM can not be applied to the SOR network as it is, because a center of gravity of learning vectors can not be solved due to coexistence of attraction with repulsion. In the proposed batch learning algorithm, the learning vectors which cause repulsive learning are converted to virtual attractive learning vectors by the following equation.

$$I_i' = \begin{cases} I_i & \text{(for } 0 \leq E) \\ v_i + r \frac{v_i - I_i}{\|v_i - I_i\|} & \text{(for } E < 0) \end{cases}$$

where $r$ is a repulsion coefficient, it is represented by

$$r = r_0 \exp\left( - \frac{\|v_i - I_i\|^2}{2\sigma_r^2} \right),$$

where $r_0$ is a deviation from the weight when a learning vector hits to the weight vector, $\sigma_r$ is the width of repulsion effect. The converted learning vector is called a “virtual learning vector”. The advantage of this conversion is that the evaluation of the converted learning vector is able to be regarded as a positive evaluation. By taking this conversion, the batch learning algorithm similar to a batch version SOM can be applied to the SOR network.

Figure 2 shows some examples of the conversion. If a weight vector is near to the learning vector with the negative evaluation, the repulsion coefficient $r$ is large to realize a strong repulsive learning. The weight vector is updated toward a center of gravity of learning vectors after conversion (shaded triangle) as shown in Figure 2 (c).

Batch learning of the SOR network is illustrated in the following.

**Step 1** One I/O vector pair $I_l = \{x_l, y_l\}$ in the $L$ I/O vector pair set is applied to the input and output layers as a learning vector.
Figure 3. The clusters of learning vectors with positive (opened squares) and negative (filled squares) evaluations (a). The mean errors corresponding to learning parameters for the incremental learning (b) and the proposed batch learning (c). (i), (ii), (iii), (iv) and (v) correspond to those in Figure 4.

Step 2 A winner unit $l^*$ for the learning vector $I_l$ is selected by the smallest Euclidean Distance by the following equation:

$$l^* = \arg \min_i \| I_l - v_i \|.$$  \hspace{1cm} (7)

Step 3 A coefficient $h_{i,l}$ of neighboring effect is calculated by the following neighborhood function:

$$h_{i,l} = |E_l| \exp\left( -\frac{\| p_i - p_{l^*} \|^2}{2\sigma(t)^2} \right),$$  \hspace{1cm} (8)

where $p_i$ are $p_{l^*}$ are positions of the $i$-th unit and the winner unit on the competitive layer, respectively. $\sigma(t)$ is a width of neighboring effect.

Step 4 After applying all the I/O vector pairs, the weight vectors are updated by using the converted learning vectors $I_l'$ in Eq. (5).

$$v_{i}^{new} = \frac{\sum_{l=1}^{L} h_{i,l} I_l'}{\sum_{l=1}^{L} h_{i,l}}$$  \hspace{1cm} (9)

where $v_{i}^{new}$ is the weight vector after updating.

Step 5 Steps 1 to 4 are repeated decreasing the width of neighboring effect $\sigma(t)$.

In the proposed batch learning, the weight vectors are updated independently of the order of applying the learning vectors. In addition, the convergence speed is significantly faster.

4. Experimental Results

In order to verify the effectiveness of the proposed batch learning, the following three experiments are achieved.

4.1 A designing of the learning parameters

A relationship between learning parameters and the learning results is examined as follows. I/O vector pairs as learning vectors are randomly generated inside the open squares or the filled squares shown in Figure 3 (a).
Figure 4. Five weight vectors (×) and their neighborhood relation shown in the line. In case that the repulsive learning parameter for the incremental learning is zero (i), small (ii) and large (iii), it is often diverged. In case that the repulsive learning parameter for the proposed batch learning is small (iv) and large (v), it is very stable. Here, five cases are illustrated in Figure 3 (b) and (c).

The learning vectors are given from the open and the filled squares with the positive ($E = +1$) and the negative ($E = -1$) evaluations, respectively. 100 learning vectors of each square are applied for the experiment.

Here, we introduce the error function of the SOR network to evaluate the map acquired by the learning. The error function of weight vector $w_i$ is represented as follows:

$$
\text{error}_i = \frac{1}{2} \sum_{l \in P} \sum_{j=1}^{N} h_{i,l} \| I_l - v_j \|^2 + \sum_{l \in M} \sum_{j=1}^{N} h_{i,l} r_e \exp(-\frac{\| I_l - v_j \|^2}{2\sigma^2}),
$$

where $P$ and $M$ are a set of learning vectors with positive or negative evaluations, respectively. $r_e$ is $r$ is the repulsion coefficient for the error function. Since the error function is described with coefficients $h_{i,l}$, it is also done with evaluation values $E_l$. The first term means the vector quantization error of the learning vectors with positive evaluations, and the second term means the avoidance error of those with negative evaluations. This error function is similar to the one of SOM [8] excluding the effect of the repulsion.

In the incremental learning, the mean error (of ten trials) changes with learning parameter ratio ($\beta/\alpha$) with its standard deviation as shown in Figure 3 (b). The result is very sensitive to the learning parameter ratio. The conditions of errors can be analyzed by the map after the learning. In case that the repulsive learning is not done at all, the topological map is constructed without an avoidance of the learning vector with negative evaluations as shown in Figure 4 (i). In case of small repulsive learning rate, the topological map is just constructed to avoid the areas where the negative evaluations exist as shown in Figure 4 (ii). However, when large repulsive learning parameters, the learning turns out a failure as shown in Figure 4 (iii), and thus the error grows larger. Furthermore, the reasonable learning parameters should be assigned in accordance with each set of learning vectors.

In contrast, the mean error corresponding to learning parameters in the proposed batch learning is smaller than that in the incremental learning as shown in Figure 3 (b) and (c). The avoidance error when the repulsive learning parameter is small became large as shown in Figure 4 (iv). In case that the parameter is large, the topological map is accurately constructed with small avoidance error as shown in Figure 4 (v). The large repulsive learning parameter makes the error a stable value because the weight vectors are updated far away as the repulsion can not affect those. This results show that a designing of the learning parameters became easy by the proposed batch learning.

4.2 Modeling nonlinear function and its convergence speed

In the execution mode of the SOR network, a desirable I/O relationship is modeled using the weight vectors after the learning. The output vector $\hat{y}$ for test input vector $\hat{x}$ is generated according to following equations.

$$
\hat{y} = \frac{\sum_{i=1}^{N} z_i u_i}{\sum_{i=1}^{N} z_i}
$$
where $z_i$ is similarity between the test input vector $\hat{x}$ and the weight vector $w_i$ calculated by:

$$z_i = \exp\left(-\frac{\|\hat{x} - w_i\|^2}{2\gamma^2}\right),$$

(12)

where $\gamma$ is a coefficient of the similarity.

The performance of the proposed batch learning is evaluated by a convergence speed of the learning and a modeling accuracy of an I/O relationship. Figure 5 (a) shows 1000 learning vectors that are generated from uniform random numbers $[0 : 1]$ and their evaluations based on following nonlinear I/O surface,

$$y_d = \frac{2 + \sin(2\pi x_1) + \cos(2\pi x_2)}{4}.$$  

(13)

The evaluations $E_l$ are defined by the following:

$$E_l = 1 - 10d_l,$$

(14)

where, $d_l$ is a distance between a desirable output vector $y_d$ and the generated output vector.

The proposed batch learning of the SOR network which has 100 units ($10 \times 10$) is applied to extract the I/O relationship from the learning vectors. A strength of the repulsion effect $r_0$ and its width $\sigma_r$ are 1 and 0.02, respectively. $\sigma$ is exponentially decreased from initial value $5\sqrt{2}$ to 0. The distribution of the weight vectors after 30 learning steps is represented Figure 5 (b). Figure 5 (c) shows a curved surface that is modeled by the execution mode. The output vectors are calculated by 2000 test input vectors that are not used in the learning. **Root-Mean-Square-Error** (RMSE) of the output vectors which are generated by the execution mode and the desirable output vector is 0.035.

A modeling accuracy of the proposed batch learning and a calculation cost are evaluated by comparing with on-line learning. Figure 6 shows the RMSE corresponding to CPU time necessary for the learning. In the on-line learning, over $10^3$ seconds (as 1000 learning steps) are required for the convergence. On the other hand, in the batch learning, only 10 seconds (as 50 learning steps) are required for the convergence. The convergence speed of the proposed batch learning is 1000 times or more faster than on-line learning. Furthermore, the proposed batch learning holds a better modeling accuracy.

5. Conclusion

The SOR network has the important function that takes the advantage of the attractive and repulsive learning based on the evaluation value for the acquisition of the I/O relationship. But, in the incremental learning, the SOR network has problems that (1) the learning result depends on an order of applying the learning vectors and that (2) the convergence speed of the learning is slow because the learning vectors which have positive evaluations or negative evaluations are applied successively to the network. Furthermore, it is necessary to (3) assign the reasonable learning parameter by trial and error. These problems are caused by the coexistence of attractive learning and repulsive learning.

---

**Figure 5.** The desirable output vectors are generated by the execution mode of the SOR network. 500 learning vectors with the positive evaluations (○) and 500 learning vector with the negative evaluations (●) (a). The distribution of the weight vectors after batch learning (b). The curve surface generated by the execution mode (c).
Our purpose is to expand the usability and application range of the SOR network. In this paper, the virtual attractive learning vector, which was obtained by conversion of the repulsive learning vector, was introduced for the batch learning of the SOR network. The batch learning of the SOR network which enables that the weight vectors are updated toward the center of gravity of the learning vectors was achieved by the virtual attractive learning vectors.

It is confirmed that the proposed batch learning is effective to both the assignment of the learning parameters and the acceleration of the convergence speed, by some experiments. In particular, the convergence speed became 1000 times or more faster than the conventional learning. It facilitates the SOR network to be used in the real-time application.
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